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Pretopological Approximations of Rough Sets
Abstract
In this paper, we generalize the subsystem based

definition of rough set using a topological structure generated
from a general relation. We construct new approximations
based on topological notions of preclosure and preinterior,
Then their properties are studed. The number of possible
membership relations are enlarged, The properties of these
approximation are discussed. Also we introduce new types of
rough definability and

undefinability, based on the notions of prelower and
preupper

approximations.
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Introduction
Topology scionce is a mathematical tool to study
information

systems and rough sets [2,8]. Topologically, lower and
upper approximations in the original rough set model are
respectively the closure and interior with respect to aspecial
type of topological structure in which every open set is
closed [8].The subsystem based formulation provides an
important interpretation of the rough set theory [4,10]. It
allows us to study the rough set theory on the contexts of many
algebraic systems. This leads naturally to the generalization of
rough set approximations. In the last three decades of the
twentieth century, many sorts of near closure and near interior
operators have been introduced in the theory of topological
spaces but to our knowledge many of them have not been
applied in the context of rough sets [2,8]. Preclosure and
preinterior are examples of near closure and near interior
operators. The construction of preclosure and preinterior of a
subset X depends on the deviation between the interior of the
closure of X (int cl X) and the closure of the interior of X
(clint X).

The aim of this paper is to generalize the subsystem
based definition of rough sets by using a topological structure
generated from a general relation. We construct another
approximations (prelower and preupper approximations) based
on the well known topological notion of

preclosures and preinteriors, Then wearc study their
properties.The other parts of this paper are arranged as
follows. In Section (1&2) we present a new approximation by
using a general topological structure, we introduce

new notions of approximations called a prelower and a
preupper

approximation and study their properties. We show that the
class of pre exact sets contains the class of exact sets which
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increases the accuracy. Also, we characterize the
approximation space with different regions by representing
certain concept of interest and study the properties also the
relationships between them. Finally in Sections (3) and (4) the
number of possible membership relations by using these new
concepts are enlarged.

1- Preapproximations concept:

Definition 1.1 [9]

Let (U, T) be a topological space. The subset X € U is

called

preopen (briefly, P — open) if X € X . The complement of
a P — open set is called P-closed, the family of all P-open set
of (U,T) is denoted by PO(U), the family of all P — closed
set of (U,T) isdenoted by

PC(U).

Example 1.1

Let U={a,b,c},
R ={(a,a),(a,b),(b,b),(c,a),(cc)},
S = {{a, b}, (b}, {a,c}}, B={U @ {a}{b}{a b} {a c}},
T ={U,®,{a},{b},{a b} {a c}}
T¢ ={U,®,{b},{b,c},{c} {a, c}}. Then the classes of P-open
setsis PO(U) = {U, ®,{a}, {b},{a b}},
P — closed setis PC(U) = {U,®,{c},{a,c},{b,c}}.
Definition 1.2 [1, 5]
Let (U, T) be a topological space, and X € U. Then the
P — closure of X is denoted by X, and is defined by
XP =n {FCU:XCSF,FisaP — closed set}.
Definition 1.3 [1, 5]
Let (U, T) be a topological space, and X < U.Then
the P — interior of X is denoted by XPO, and is defined by

X =U{G S U:G S X,GisaP — open set}.
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Proposition 1.1 [6]
Let (U,T) be a topological space, and X € U,

thenX? =XnX.
Proposition 1.2 [6]
Let (U, T) be a topological space, and X € U, then
XP=XuXx.
Definition 1.4 [1]
Let (U, T) be a topological space, and X € U. Then the
P — boundary region of X is denoted by BN(X?) and
is defined by BN(XP) = XP — XP .
Definition 1.5
Let (U,T) be a topological space, X < U. Then the
P — exterior of X (EXT(X?)) is defined by EXT(X?) =
U-—XP.
Now we present some new definitions and results as
following:
Definition 1.6
Let (U, R) be a general knowledge base, X < U, Then
the P — upper
approximation of X (P(X) ) is defined by P(X) = XP.
Definition 1.7
Let (U, R) be a general knowledge base, X < U, Then
P — lower
approximation of X ( P(X)) is defined by P(X) = XF.
Proposition 1.3
Let(U, R) be a general knowledge base, X € U, then
R(X) € P(X) € X € P(X) € R(X).
Proof
RX)=X"=U{GET:G<c X} < U{GePOX):G < X},
since
T S PO(X) =XP =PX) < X. —(1)
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And RX)=X=N{FET:XCF}2N{F€
PC(X):X < F}, since

TCCPCX)=XP=PX)2X. —(2)

From (1) & (2) we get, RX) S P(X) S XcSP(X)C
R(X).

The following example illustrates the existence of a

space in which the class of P — open sets form P-
approximation space.

Example 1.5
Let U = {a, b, ¢, d}, and the relation

R ={(c,a),(c,b),(c,c),(d,b)(d c)} ,
S ={{a,b,c},{b,c}},

B ={U,®,{a,b,c},{b,c}}, hence the topology generated
by the relation is T ={U,®{ab,c}{bc}} , TC=
{U,®,{d},{a,d}}, the class of

P — open set is

PO(U) — { UJ ¢J {b}' {C}' {a' b}' {a' C}' {b’ C}’ {b’ d}’ }

{c,d},{a,b,c},{a,b,d},{a,cd}{b,c,d})

Thus (U, PO(U)) is preapproximation space.

The following example shows that the class of P — open
sets coincides with the topology if the topology is quasi
discrete topology.

Example 1.6

LetU = {a,b,c,d}, R = {(c,b),(c,c),(d,a),(d,d)}
S={{b,c}{ad}}, p={U®,{bcl{ad}} T=
{U,,{b,c}{qa, d}},
T¢ ={U,®,{a, d},{b, c}}, the class of sets P — open is

U,®,{a},{b},{c},{d},{a, b}, {a,c},{a, d},{b,c},
PO() {{b, d},{c,d},{a,b,c},{a,b,d},{a,c,d},{b,c, d}}'
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Proposition 1.4

Let(U,R) be a general knowledge base, and X <

U, R € R, then the prelower and preupper approximation have
the following properties:

1-P(@)=P(@) = ,P(U)=PU)=U.
2-1fXCY = P(X) < P(Y) & P(X) € P(Y).
3-P(XUY)2P(X)UP(Y).
4-P(XNnY) < P(X)NP((Y).
5-P(XUY)2P(X)UP().
6-P(XNY) S PX)NnP(Y).
— c _
7-P(x6) = (P(0)) . P = (P(D))
8-P(P(0) = P(X) P (P()) = P(X).
Proof
1-P(¢) = d U Q(E(cp)) = ® UR(D) = &, P(P)
= on E(g(qﬁ)) = .
And P(U) = U U E(E(U)) = U =P).
2-1fX Y = R(X) € R(Y) = RR(X) SRR(Y) =
XN RR(X) €Y NRR(Y). Then P(X) € P(Y).
And P(X) € P(Y) is obvious.

3-SinceXCXUY &Y CXUY,by(2) wehave P(X) €
PXUY)&
P(Y) S P(XUY), then P(X)UP(Y) S P(XUY).

4- Since XNYCX & XNnYCY, by (2) we have
P(XNY) S P&

P(XNY) C P(Y). Hence P(X NY) € P(X) N P(Y).
5-P(XUY)=(XUY) uE(g(Xu Y))

2 (XUY)UR[R(X)UR()]
since R(XUY)2R(X)UR(Y)

C
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=(X UY) U [RR(X) URR(Y)]
= [(XUY)URRX)]U[(XUY)URR(Y)]
Q(X U EE(X)) U (Y U Eg(y)) =P(X) U

P(Y).
B-IfF XNYSX = PXNY)SPX) — (1) &if
XnYcy =
P(XNY)SP(Y) —(2)
From (1) & (2) we have P(X NnY) € P(X) n P(Y).

7-P(XS) = X N RR(XS) = X° N R (E(X))C = X°n
(RR(0)
= (X U Eg(X))C = (ﬁ(X))
Also, P(X€) = X URR(XC) = X° UR (E(X))C =
XCu (QE(X))C
= (xn RO = (2(0)
- P(P(0) = P (R (PD)) )
= (X N QE(X)) N (g (E (X N BE(X))))
Since R(X) € R (X N EE(X)), then RR(X) <
RR (X N EE(X)), hence
= (X N EE(X)) =PX) C (X N EE(X)) N
R <§ (xn gﬁm))
=P (P(0) = PCO. Also, P (F(0)) =P (E(X©)) =

(p(px®))

C

C
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= P(X“)¢ = P(X). Hence ?(?(X)) =

P(X).
Proposition 1.5
Let (U, R) be a general knowledge base and X € U
then the
following statements are true

1-R(X) € P(X) € X € P(X) S R(X).
2-R(P(X)) = P(R(X)) = R(X).
3-R(P(X)) = P(R(X)) = R(X).
Proof
1- Since R(X) € X & R(X) S RR(X), then
R(X)SXNRR(X)=P(X)=R(X) S P(X). Also,
since
X S XURR(X) & RR(X) € R(X), then X URR(X) =
P(X) S R(X).
OrRX)=X"=U{GeT:Gc X} cU{GEe
PO(X):G < X},
sinceT S PO(X) =P(X) € X — (1)
RX)=X=N{FeTC: X CF}2N{F € PC(X):X C
F}.
Since T PC(X) =P(X)2X — (2). From (1) &
(2) we have
R(X) € P(X) € X SP(X) € R(X).
2-R P(X) =R (X nRR(X)) = R(X) n R (RR(X)),
since R(X) € RR(X) = R(X) € R(RRX),R P(X) =
R(X).
On the other hand
PR(X) =R(X)nRR(R(D) =R n R(RR()).
Since
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R(X) € RR(X)and R(X) = RP(X), then P (R(X)) =
R(X).
3- Firstly RP(X) = R[X URR(X)|=R(X) UR (Eg (X)),
since RR(X) € R(X) & R(X) = RR(X), then RP(X) =
R(X). Also,
On the other hand
PR(X) =R(X) URR (E(X)) =R(X)UR (EE(X)),
since
RR(X) € R(X) & R(X) = RR(X), P R(X) = R(X).
Proposition 1.6
P(X —Y) € P(X) — P(Y).

Proof
Since X—Y)=(XnYS), then:P(X—-Y)=P(XNY")
CPX)N
P(Y©).

By using that [E(XC) = (ﬁ(XC))C], we have

P& —v) € P 0 (P(r©)) = P(X) - P(YE) €
P(X) — P(Y).Hence P(X —Y) € P(X) — P(Y).

The following example show that P(X —Y) 2 P(X) —
P(Y) in general is not true.

Example 1.8

Let U ={a,b,c,d},X € U, where X = {b, c},

R =
{(a,a),(b,a),(b,b),(b,c),(c,c),(d b)(dc)(dd)}

S ={{a},{a,b,c},{c},{b,c,d}},
B = {U, ®,{a},{a,b,c},{c},{b,c,d},{b, c}}, T =
{U,@,{a},{a,b,c},{c},{b,c,d},{b,c}{ac}}, TC =
{U,@,{b,c,d},{d},{a,b,d},{a},{a d},{b,d}}.

Now X is P — open if X cX,
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PO(U) =
{U,®,{a},{c},{a,c},{b,c}{c,d},{a b, c}}{a c d},{b,cd},

PC(U) =
{U,®,{b,c,d},{a,b,d},{b,d},{a d},{a b}, {d},{b},{a}}, if
X={ac},Y={ad}thenX-Y ={a}=R(X -Y) = {a},

P(X~Y) = {a}, R(X) = {a,c}, RR(X) = U = P(X) =
U&

R(Y) = {a}, RR(Y) = {a} = P(Y) = {a,d}, P(X) -
P(Y)={b,c}=PX-Y) < PX)—P(Y).

In general, Properties P(X) # PP(X) & P(X) # 5(£(X))
cannot be applied for lower and upper approximations. The
following example illustrates this fact.

Example 1.10
Let U ={a,b,c,d},R ={(a,a),(a,b),(d,d)},S =
{{a},{a,b}}, B ={U,®,{d},{a,b}},
T = {U,,{d},{a,b},{a b, d}},
T¢ ={U,®,{c,d},{c},{a, b, c}}, and hence
_(U,®,{a},{d},{a, b}, {a,d}, _
Po(w) = {{b}, (b, d},{a, b, d}, b, c, d}}’ pPev) =
{U, &,{b,c,d},{a,c,d} {c, d},}
{a,b,c},{b,c},{a,c} {c}{a})
IfX = {b,c},P(X) = (b}, P(P(X)) = (b} & P (P(X)) =

(b,c} = P(P(N) = P(X) % P (P(X)). Also P(X) =
b, =P (PW) b, &P (PX)) = (b} = P(P(N) =
P(X)#P (ﬁ(X)).

Either P(XNY) = P(X) N P(Y), &P (X UY) # P(X) U
P(Y).

2- Prepositive, prenegative and preboundary regions
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Definition 2.1
Let K = (U, R), be a general knowledge base and, X <
U. Then the preboundary region of X is denoted by BN, (X),
and defined by
BN»(X) = P(X) — P(X). The prepositive region of X is
denoted by
Posp(X), and defined by POsp(X) = P(X). Also the
prenegative region of X is denoted by NEG,(X), and defined
by NEG»(X) = U — P(X).
Definition 2.2
Let K = (U, R), be a general knowledge base and, X <
U. Then we
must define the external preboundary, and the internal
preboundary
regions of X as,
BNp,.,(X) =R(X) =P(X),  BNp,,(X) =P(X) -
R(X),
respectively as in the following figure (1):

g;g;g;:::::::::::::;:::::::m.-:mm::::::::::::-:-:-:
s BND(X)
U g EE SRS
SEMES I I
HEH I |
_ SEEE I I
RXy [ | P)OS(X |
s | |
. AR B |
4 FEEH D
Figure (1)
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Figure (2) illustrates the relations between BN(X) and
BN, (X) for a subset X € U, in a knowledge approximation
space (U, R).

R I R < I R
Y gttt NEG, (X)
R(X) it I P
HE | |
R(X) e | POS,(X) I
— B U e Po :
s s(X) |
P(X) SEEI : |
T |
— [ S ]
P(X) 5t

Proposition 2.1
Let (U, R), be a general knowledge base and R € R,
and let X € U.
Then the following statements are true
1- BNy (X) € B(X).
2- BNp,,..(X) € B(X).
3- BNp(X) S BNp,,.(X).
Proof
1- BNp(X) = P(X) = P(X) € P(X) — R(X) S R(X) —
R(X) = BN(X).
(2) and (3) are obvious.
Example 2.1
Let U = {a, b, c,d}, and R be a general relation where:

R ={(a,a),(a,c),(c,b),(cc) (c,d),(db)(d d)} then
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S ={{a c}{b,c,d},{b,d}},
B ={U&{ac}{bcd}{b d}{c}}
T ={U,®,{a,c},{bcd},{bd} {c}},
T¢ ={U,®,{b,d},{a},{a,c},{a b,d}}, PO(U) =
{ U, ®,{b,d},{b,c},{a,c} {b}, }
{c},{d},{c,d},{a,b,c},{b,c,d})
U, ®,{a,c}{ad}{b,d},{a,cd}
PEW) ={ (1 5.0y fa b} a3 1 £ § T
{a,c,d}thenR(X) ={a,c} = RR(X) =U,R(X) = U =
RR(X) =U = P(X) = U, P(X) = {a,¢,d}, BNp(X) = {b},
B(X) = {b,d}, BNpgx(X) = {b}, BNp,,(X) = {b,d} =
BNy (X) € B(X), BNp,,.(X) € B(X), BNp(X) € BNp,,.(X).
Proposition 2.2
Let K = (U, R) be a general knowledge base, and R €
R, X € U then
1- NEG(X) S NEGp(X).
2- NEGp(X UY) S NEGp(X) UNEG(Y).
3- NEGp(X NY) 2 NEGp(X) N NEGp(Y).
Proof
1- Since P(X) € R(X) = U — R(X) € U — P(X) and
NEG(X)=U—-R(X) S U—-P(X) =P — NEG(X),
then
NEG(X) € P — NEG(X).
2-P—NEG(XUY)<S P—NEG(X)UP —NEG(Y)
PXUY)2PX)UP(Y)=U-P(XUY)CU-—
(ﬁ(X) U ﬁ(Y))
=P -NEGXUY)=U—-P(XUY)CU-—

(ﬁ(X) U ﬁ(Y))
= (ﬁ(X) U ﬁ(Y))C = (ﬁ(X))C N (ﬁ(Y))C
- (U - ﬁ(X)) N (U - ﬁ(y))
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=P —NEG(X)NP—NEG(Y) CP—NEG(X)UP —
NEG(Y).
3-SinceP(XNY)SPX)NPY) =

- (ﬁ(X) N ﬁ(Y)) CU-PXNY)&

P—NEG(XnY)=U—ﬁ(XnY)2U—(ﬁ(X)n

P(Y))
- (Px)uP())
=(v-P0))n(U-P())= P—NEG(X) UP -
NEG(Y).
Definition 2.3

Let (U, R) be a general knowledge base and X is a
finite nonempty subset of U. Then the pre accuracy of X is

denoted by 7, (X) and defined by np(X) = Iigil
where [P(X)| # .
Proposition 2.3

Let (U, R) be a general knowledge base. If X be a
finite nonempty subset of U. Then

n(X) < np(X), where n(X) =
Proof Obvious.

|RCO|

ROl is the accuracy of U.

Example 2.3
Using the same general knowledge base as in
(Example 2.1)

If X ={a,c,d}, thenn(X) =

Thus n(X) < np(X).
3- Preapproximations and membership relation
The concept of preapproximation of sets leads to a
new concept of membership relations. These membership
relations must be related to knowledge because definition of a

R(X)|
|R(X)|

[Peo)| _
[PCO)| 4'

,UP( ) ==
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set in our approach is associated with knowledge. In case of
Pawlak’s approximation space there are two membership
relations, but in our approach there are four membership
relations which can be defined as follows:

Definition 3.1

Let K = (U,R) be a general knowledge base, X € U

and R € R. For any x € U then:-
(Hx er Xiff x € RRX.

) x € X iff x € RX.

B)x€p Xiff x € PX.

@) x € Xiff x € PX. Where

(i) x € RX Or x € PX means that x certainly belongs to X.

(ii) x € PX means that x possibly belongs to X.

(iii) x € RX — PX means that x definitely does not belong
to X.

So, the concepts of prelower and preupper
approximations enlarge the number of possible membership
relations. The advantage of the new

membership relation is to help the decision maker to a
variety of choices

instead of two in Pawlak rough set model and three in
general rough set models. If R is an equivalence relation, then
all four membership

relations coincide. The next Proposition illustrates the
properties of pre

membership relation and the difference from the usual one.

Proposition 3.1
Let K = (U,R) be a general knowledge base, X € U

and R € R.
x € U, then:-

15 2016 |y sl 3aall apill a4 dloo



A1) ApAD 3gDaD dud) . 3 il calegoan] dunglguill aul cabuysill

(Vx€EpX = xEp X =>xEX=xE X=xE X.

(2)x€R Xuy) iffxER Xorx€ Y.

(3)x€P Xorx€ Y =x€ (Xuy).

HxE (XNY)=xE X&xE Y.

(5)xE (XNY)= x€ X& € Y.

(6)x Eg Xorx€EgY = x €z (XUY).
(MYx€EpXorx€pY =>x€p (XUY).
®)xer XNY)iffx e X&x ErY.

DxeEpXNY)=>x€Ep X&XxERY.

Proof

It follows immediately from (Proposition 1.5) the

following

example shows that the converse of the previous
proposition is not in general true

Example 3.1

Let U = {a,b,d,e} and R be a general relation
defined as
R ={(a,a),(a,c),(c,b) (cc) (c,d), (e a)(ee)} ,
S ={{a,c},{b,c,d},{a e}} ,
B ={U, {a,c} b cd}{ae)c)a}),
T = {U, ®,{c},{a},{a,c},{b,c, d},}
{a,e},{a,c, e}, {a,b,c,d} )
U,d,{e},{b,d, e} {a, e} {b,c d}
{ {a,b,d,e},{b,c,d, e}, {b,d}, }

(1) LetX = {c,d, e}, R(X) = {c}. R(RCD) = (b,c.d},
R(X) ={b,c,d, e}, R (E(X)) = {b,c,d} =

P(X) ={c,d, e}, PX = {b,c,d,e}sod €p X
butd € X .

LetX = {a,b,e}, R(X) = {a, e}, R(X) ={a,b,d, e},

TC =
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E(E(X)) —{a,e} = PX ={a,b,e},s0d € X

butd € X.
(2) Let X ={b,d}, ={c,e} = XuUY ={b,c,d, e}, so
PX = {b,d},
PY = {b,c,d,e} & P(XUY) = {b,c,d,e} , s0O e€
P(XUY) but
e¢PX&eePY.ic.e€ (XUY)bute & X.
(3) Let X ={b,d}, Y ={a,c},s0 PX ={b,d} & PY =
U,hence b € PX
&bEPY, butXnNnY =, soP(X,NX,) = &, and b ¢
P(XNY).
4)LetX ={c,e},Y ={b,e}so PX = {c} & PY = &. Also
XUY ={b,c,e}, hence P(XUY) = {b,c}.Therefore
beP(XuY) but b€¢PX , b&PY .ie. beEp (XU
Y)butb ¢p X,
bepY.
(5) Let X ={a,c,d}, Y ={a,b,d, e}, so PX ={a,c,d},
PY ={a,e}.
XNnY ={a,d} hence P(XNY) = {a}.
Soe¢gPX & e€PY, butegP(XNnY). ie. x€p X
& x €p Y dose not in general imply x €, (X NY).
4- Prerough membership function:

Original rough membership function is defined using
equivalence classes. It was extended to topological spaces
[3,7,11,12], namely, If T is a topology on a finite set X, where
its base is 3, then the rough membership function is uk(x) =

|{|r;i,;}r;|XI , x € X, where B, is any member of 8

containing x & X € U.

We introduce the following definition for a prerough
membership function to express BNy (X), POp(X), NEGp(X),
forasubset X € U.
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Definition 4.1
Let K=(U,R) be a general knowledge base,
and X € U, then the
prerough membership function on U is:
uk (x):U — [0,1], and it is defined by

b (L, if 1 € B,(X)
Hx (x) = {mian(X), otherwise where
B, (X) = {lBlgfl :Bisa P — open set,x € B}.
Definition 4.2

The rough premembership function may be used to
define pre
approximations and preboundary region of a set, as shown
below:
P(X)={x €U:pk(x) =1}, PX) = {x € U: pf(x) >
0},
BN,(X) ={x € U:0 < u§ < 1}.
It can be shown that the membership function has the
following properties:
Proposition 4.1
Let (U, R) be a general knowledge base, and X € U
then:
l-x e PX) & uh(x) = 1.
2-x € BNp(X) © 0 < ub(x) < 1.
3-x €U — P(X) = EXTp(X) & uk(x) = 0.
Proof
I-xEP(X) ©®3A€POX)s.t.xeEACX

S 3IAEPOX),x €As.t. 40X _

4] 1

= px(x) = 1.
2-x €E BNp(X) © VAEPO(X),x € A wehave AN X #
D&
ANU—-X)#® <= VAePOX), x € A we have
0<|[AnX|<|Al 0 < pubk(x) < 1.
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3-x € EXTp(X) ©3JA€PO(X)s.t.x€eACS (U—X)
S 3IJA€EPOX),xEAs.t.ANX =09
< JA € PO(X),x € As.t.

= 3JA € PO(X),x EAs.t. |ADX]

4]

=0 uk(x)=0.
Definition 4.3
Let (U, R) be a general knowledge base, X € U. Then
we must define the three regions by:-
POSp(X) = {x € U: uk (x) = 1}, NEGp(X) =
{x € U:uk(x) = 0}, BNp(X) = {x € U: uk (x) < 1}.
Obviously, they use extreme values of u3 (x), i.e. 0 and 1.
Example 4.1
Let U = {xq, x5, X3, X4, X5 },
R = {(a, (l), (b, b), (b, d), (Cr C)r (dr d)r (e, a)r (e' e)}, S =
{{a}, (b, d},{c},{d}.{a,e}},. B =
{U,,{a}, {b,d},{c}, {a e}, {d}}
T =
U,®,{a},{b,d} {c},{d}.{a e} {a b d}{a c}{ac e},
{{c, d},{b,c,d},{a,b,c,d},{a b,d,e},{a,cd, e} {a,c, d}}’
T¢(X) =
{ Ud,{b,c,d, e}, {ab,d, e}, {ab,c,e}{bd,e},{b d} }
{a,c,e}, {b,e},{b,c,d},{a, b, e} {c e} {e}{c},{b},{ae})
PO(U) =
{ U,®@,{a}{c}{d}{a c}{a d},{a e} {b c},{b,d}, }
{c,d},{a,b,d},{b,c,d},{c,d,e},{a,b,c,d},{a,b,d,e})
since B, € B &if X = {a, c}, then uk(a) =1, uk(b) = 0,
uE(c) =1, u§(d) = 0, u§(e) = . Therefore
PO = (x € U:pf(x) = 1} = {a, ¢},
P(X) = {x € U: uf(x) > 0} = {a,c},
BN,(X)={x e U:0 < uk <1} = o,
POSp(X) = {x € U: py(x) = 1} = {a, c},
NEGp(X) = {x € U: uk(x) = 0} = {a,d}.
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Example 4.2
LetU ={a,b,d,e} & R = {(c,c),(b,b),(b,d)},
S = {{c},{b,d}},
B={U,®{c}{bd}}& T={Ua/{c}{bd}{bcd}}
If X = {a, b, c}, then we get uk(a) = 1, uk(b) = 1,
uk (o) =1,
uk (d) = 0. From pre membership function, we
get P(X) = {a,b,c}, P(X) = {a,b,c}, BNp(X) = @,
POSp,(X) ={a,b,c}, NEGp(X) = {d}.
Thus X isa P — definable (P — exact) set.
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